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Abstract
1. Acoustic indices combined with clustering and classification approaches have 

been increasingly used to automate identification of the presence of vocalizing 
taxa or acoustic events of interest. While most studies using this approach stand-
ardize data collection and study design parameters at the project or study level, 
recent trends in ecological research are to investigate patterns at regional or con-
tinental scales. Large-scale studies often require collaboration between research 
groups and integration of data from multiple sources to fulfil objectives, which can 
lead to variation in recording equipment and data collection protocols.

2. Our objectives were to determine how analytical approaches and variation in 
data collection and processing that is typical of regional acoustic monitoring pro-
grammes influences accuracy when identifying vocal activity in breeding birds. 
We used data from three regional datasets in Northern Alberta, Northern British 
Columbia, and Southern and Central Yukon, Canada to investigate the effect of 
analytical framework, sample size, local species richness and data collection vari-
ables on classification accuracy.

3. We found supervised classification approaches to be the most effective, with 
boosted regression trees identifying vocalizations of breeding birds in audio re-
cordings with a 92.0% accuracy and easily able to accommodate variation in data 
collection and processing parameters. We also provide recommendations on ef-
fectively processing large and heterogeneous datasets including sufficient sam-
ple size, accommodating potentially confounding variables and selecting suitable 
model training data.

4. The results presented in this study can help inform decisions in data collection, 
data processing, and study design and analysis, maximize performance and accu-
racy during analysis, and efficiently process large, heterogeneous acoustic data-
sets to answer questions at scales previously difficult to investigate.
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1  | INTRODUC TION

Ecoacoustics is frequently used to study the diversity, distribution 
and behaviour of acoustic animal communities (Sueur & Farina, 2015). 
In comparison to bioacoustics, which generally views sound as the 
transmission of information within a signal (Fletcher, 2007), eco-
acoustics considers all components of the soundscape, including 
biophony (animal sounds), geophony (naturally occurring, abiotic 
sounds) and anthrophony (sounds attributed to human activity; 
Pijanowski et al., 2011). To quantify patterns within soundscapes, 
acoustic indices are used to describe the contents of audio record-
ings by measuring patterns in the distribution and structure of 
acoustic energy (Phillips et al., 2018; Towsey et al., 2014). These 
indices can be either singular or vectors of multiple values which 
quantify different frequency bands of a recording (Towsey, 2017), 
and are often analogous to metrics used in traditional ecological 
research such as species diversity or animal abundance (Browning 
et al., 2017; Gibb et al., 2018; Towsey, Wimmer, et al., 2014), and to 
date, over 60 acoustic indices have been described in the literature 
(Buxton et al., 2018).

Traditional bioacoustic monitoring requires the identification 
of individual species and typically has high effort or processing re-
quirements. Multi-species recognizer and classification approaches 
are often limited in scope and are specific to certain species or loca-
tions, meaning that individual species must often be validated manu-
ally (Bradfer-Lawrence et al., 2019). In comparison, the calculation of 
acoustic indices is efficient, easily automated, and scales well to large 
acoustic datasets and long-duration recordings (Bradfer-Lawrence 
et al., 2019, 2020; Buxton et al., 2018). In the past few years, acous-
tic indices have also been used to identify the presence of vocalizing 
taxa or acoustic events of interest using clustering and classification 
approaches (Oliver et al., 2018; Phillips et al., 2018). This approach 
allows for automated signal processing and classification by relat-
ing acoustic indices, or the acoustic state of a soundscape (Phillips 
et al., 2018), to the presence of vocalizing taxa or acoustic events of 
interest with relatively little effort. Improvements in storage capac-
ity and ease of use in audio recording technology have significantly 
increased the volume of bioacoustic data being collected. Manual 
processing or transcription of such large quantities of data is expen-
sive and time-consuming, and automated processing methods are 
becoming increasingly important (Buxton et al., 2018).

Clustering and classification approaches are well documented, 
computationally efficient and have the flexibility to accommodate 
a variety of covariates, predictor variables and outcome types. 
Identifying taxa and events using acoustic indices can be done using 
unsupervised or supervised approaches. With unsupervised ap-
proaches, acoustic indices are calculated for audio recordings with un-
known contents. Recordings are split into groups based on values of 
different acoustic indices using clustering techniques such as k-means 
or hierarchical clustering (Oliver et al., 2018; Phillips et al., 2018; 
Sankupellay et al., 2015). In the case of supervised approaches, out-
comes of interest are identified for each audio recording before-
hand, and acoustic indices are modelled using analyses such as linear 

discriminant analysis, classification trees and support vector machines 
to predict the contents of each recording (Bellisario et al., 2019; Ellis 
et al., 2011; Oliver et al., 2018). In both cases, audio recordings require 
validation to determine the contents of clustered recordings or the 
accuracy of model predictions.

While this approach to automated signal processing has a great 
deal of potential, inconsistent methods and a lack of standardized 
procedures can obscure the effectiveness and accuracy of classi-
fication and clustering by introducing systematic biases which can 
overwhelm the true outcome of interest. A conceptual weakness in 
this approach has been the uncertainty in linking soundscape com-
ponents to acoustic indices (Browning et al., 2017; Gibb et al., 2018), 
although recent work has advanced our understanding of which 
acoustic indices are appropriate for monitoring wildlife (Bradfer-
Lawrence et al., 2020; Eldridge et al., 2018). Several methods for 
calculating acoustic indices are readily available (Sueur, Aubin & 
Simonis, 2008; Sueur, Pavoine, et al., 2008; Towsey et al., 2018; 
Villanueva-Rivera & Pijanowski, 2018) and existing studies use a va-
riety of audio parameters such as different combinations of acoustic 
indices and types of audio recording units (Oliver et al., 2018; Phillips 
et al., 2018). Acoustic indices are sensitive to changes in recording pa-
rameters (Bradfer-Lawrence et al., 2019), weather conditions (Farina 
et al., 2011; Sanchez-Giraldo et al., 2020) and background or anthro-
pogenic noise (Fairbrass et al., 2017). How this influences classifica-
tion performance of audio recordings and soundscape interpretation 
is not well understood. For example, indicators such as the Acoustic 
Complexity Index (ACI) which are often used to measure diversity 
can also be positively correlated to rain and weather events in some 
studies (Bradfer-Lawrence et al., 2019), but have shown to have rela-
tively little effect in others (Sanchez-Giraldo et al., 2020). Extensive 
investigation and validation of the relationship between individual 
indices and ecological community data are important for the effec-
tive use of acoustic indices (Harris et al., 2016) and often requires 
project-specific calibration (Sueur, Pavoine, et al., 2008). As a result, 
further assessment of the effectiveness of this method to monitor 
multiple habitats and taxa is needed (Gasc et al., 2013). Early prac-
titioners of ecoacoustics used individual acoustic indices to inves-
tigate ecological questions (e.g. Lellouch et al., 2014); however, the 
most recent consensus is that a suite of acoustic indices is necessary 
to fully interpret the contents of a soundscape (Phillips et al., 2018; 
Rychtáriková & Vermeir, 2013; Towsey, Zhang, et al., 2014). Bradfer-
Lawrence et al. (2019) present some of the first recommendations 
on standardized use of acoustic indices for assessment of habitat 
types and daily diel patterns, and several other recent reviews of 
the literature provide recommendations on the effective use of bio-
acoustics for monitoring wildlife (Gibb et al., 2018; Sugai et al., 2019; 
Sugai et al., 2019). Collaborative monitoring efforts and integration 
of multiple datasets have emerged as important next steps for the 
future of bioacoustic monitoring (Gibb et al., 2018). However, addi-
tional research and recommendations on best practices for collating 
data from multiple, unstandardized sources are critical if acoustic in-
dices are to be used to identify seasonal or spatial patterns, such as 
phenology or habitat associations, at large spatial scales.
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Most studies using acoustic indices standardize data collec-
tion, calibration and validate results at the project or study level 
(Browning et al., 2017; Gibb et al., 2018; Sueur, Pavoine, et al., 2008). 
However, recent trends in ecological research are to investigate pat-
terns at regional scales (Bixler et al., 2016; Buxton et al., 2018; Soulé 
& Terborgh, 1999). Large-scale studies often require collaboration 
between research groups and integration of data from multiple 
sources to fulfil objectives, which can lead to variation in record-
ing equipment and data collection protocols. Additionally, regional 
monitoring programmes can cover landscapes with a wide range of 
species assemblages, richness and habitat types, and can include 
heterogeneous vegetation types and environmental conditions. 
How variation in recording technology, data collection protocols 
and landscapes in different geographical areas influences the per-
formance of acoustic indices, specifically for investigating seasonal 
patterns of acoustic energy through classification and clustering ap-
proaches, is unknown.

In this study, we used acoustic indices to identify the presence 
of avian vocal activity, which we define as the presence of acous-
tic signals on audio recordings originating from any breeding bird, 
using three regional datasets of acoustic surveys from the boreal 
forest biome in Northern Alberta, Northern British Columbia, and 
Southern and Central Yukon, Canada. Our objectives were to de-
termine how analytical approaches, recording hardware and local 
species richness influence classification accuracy when identifying 
periods of vocal activity for breeding birds from audio recordings 
containing a range of conditions including different weather events 

and non-target taxa. Specifically, we investigated how classification 
accuracy for the presence or absence of breeding birds is influenced 
by (a) the contribution of various acoustic indices used in analysis, (b) 
analysis using supervised or unsupervised frameworks, (c) site-level 
species richness used in training and testing datasets, (d) the sample 
size of audio recordings and (e) individual monitoring programmes 
and the recording equipment used when recording a survey. Our re-
sults will provide guidance to regional monitoring programmes and 
wildlife managers, and help inform study design, data processing and 
analysis of large ecoacoustic datasets.

2  | MATERIAL S AND METHODS

2.1 | Data collection and processing

We obtained recordings of breeding bird surveys from the Alberta 
Biodiversity Monitoring Institute's (ABMI) biodiversity monitor-
ing programme (Burton et al., 2014), Canadian Wildlife Service's 
Yukon Boreal Monitoring (BM) programme (Van Wilgenburg 
et al., 2020) and the University of Alberta and Canadian Wildlife 
Service's High Elevation Monitoring (HEM) programme (unpub-
lished results). Recordings were collected from the boreal regions 
of Northern Alberta, Northern British Columbia, and Southern 
and Central Yukon Territory between March and August 2016–
2019 (Figure 1) using programme-specific standardized protocols 
(Table 1). Each monitoring programme used different recording 

F I G U R E  1   Location of acoustic 
surveys throughout the boreal forest 
biome of Northern and Western Canada. 
Red locations are acoustic surveys from 
the Alberta Biodiversity Monitoring 
Institute's (ABMI) provincial monitoring 
programme, yellow locations are acoustic 
surveys from the Yukon Boreal Monitoring 
programme (BM) and blue locations are 
acoustic surveys from the High Elevation 
Monitoring (HEM) programme. The boreal 
forest region is highlighted in green
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schedules and different automated recording unit (ARU) models, 
which can vary in performance due to variables such as signal-
to-noise ratio, sensitivity and recording settings (Yip et al., 2017). 
The ABMI programme deployed SM2 wildlife recorders and the BM 
programme deployed SM4 wildlife recorders, both from Wildlife 
Acoustics (Maynard, MA; https://www.wildl ifeac ousti cs.com). 
The HEM programme deployed Bioacoustic Audio Recorders 
(BAR) from Frontier Labs (Brisbane, AU; https://front ierla bs.com.
au/). While there is a considerable regional and geographical vari-
ation between datasets, all recordings were collected in decidu-
ous, coniferous or mixedwood boreal forests. Data collection and 
recording protocols (i.e. types of recorder, duration of recordings) 
differed between datasets, but were standardized within projects. 
We randomly selected a subset of morning recordings from each 
dataset between 5:00 and 8:00 a.m. with the presence of vocal-
izing bird species from peak breeding season (June 1–15), along 
with recordings with little or no vocal activity from pre- and post-
breeding periods at similar times so that a variety of weather con-
ditions and non-target sounds would be present when training 
predictive models and classifiers. We standardized recordings to 
3 min and down sampled to a common sampling and bit rate if 
necessary. We validated recording contents through manual scan-
ning of spectrograms. A subset of SM2 data with the presence of 
vocalizing, breeding birds (n = 1,868 recordings) were transcribed 
manually, where human observers visually scanned and listened to 
audio recordings using standardized spectrogram parameters and 
sound levels to identify vocalizing individuals to the species level 
(The Bioacoustic Unit, 2019).

We chose to use summary indices in our analyses as opposed to 
several vectors of acoustic indices because multiple, scalar indices 
are easily incorporated into classification and clustering approaches. 
Previous literature using these analyses has used similar approaches 
although the indices used vary by study (Oliver et al., 2018; Phillips 
et al., 2018). We generated 17 acoustic summary indices commonly 
used to characterize the surrounding soundscape for each 1-min 
audio segment of all recorded surveys using Ecoacoustics Audio 
Analysis Software v18.03.0.41 and calculated using default settings 
(Table 2; Towsey et al., 2018). These were comprised of six indices 
generated from the signal waveform envelope: Average signal am-
plitude (dB), Background noise (BGN), Signal-to-noise ratio (SNR), 
Activity (ACT), Events per second (EVN) and Temporal entropy 
(ENT); and 11 indices generated from the distribution of spectral en-
ergy: Low-frequency cover (LFC), Mid-frequency cover (MFC), High-
frequency cover (HFC), Entropy of spectral peaks (EPS), Entropy of 
the average spectrum (EAS), Entropy of the spectrum of coefficients 
of variation (ECV), Acoustic complexity index (ACI), Normalized dif-
ference soundscape index (NDSI), Cluster count (CLS), three-gram 
count (3GC) and Spectral peak density (SPD). Brief descriptions of the 
indices are provided in Table 2, with detailed explanations described 
in Towsey (2017). An audio segment of 1 min is recommended due 
to processing efficiency, standardization, recommended to be at the 
temporal scale of bird vocalizations and to avoid clipping or averag-
ing out of acoustic features (Towsey et al., 2018).TA

B
LE

 1
 

Pr
oj

ec
t-

sp
ec

ifi
c 

da
ta

 c
ol

le
ct

io
n 

pr
ot

oc
ol

s 
fo

r t
he

 A
lb

er
ta

 B
io

di
ve

rs
ity

 M
on

ito
rin

g 
In

st
itu

te
 (A

BM
I) 

pr
ov

in
ci

al
 m

on
ito

rin
g 

pr
og

ra
m

m
e,

 th
e 

H
ig

h 
El

ev
at

io
n 

M
on

ito
rin

g 
Pr

og
ra

m
m

e 
(H

EM
) a

nd
 th

e 
Yu

ko
n 

Bo
re

al
 M

on
ito

rin
g 

Pr
og

ra
m

m
e 

(B
M

)

Pr
oj

ec
t

A
RU

A
ud

io
 s

et
tin

gs
N

um
be

r o
f 

si
te

s
D

ep
lo

ym
en

t d
at

es
Re

co
rd

in
g 

sc
he

du
le

To
ta

l 
re

co
rd

in
gs

A
lb

er
ta

 B
io

di
ve

rs
ity

 M
on

ito
rin

g 
In

st
itu

te
 

Bi
od

iv
er

si
ty

 M
on

ito
rin

g 
Pr

og
ra

m
m

e
W

ild
lif

e 
A

co
us

tic
s 

SM
2

St
er

eo
 W

AV
 fi

le
 re

co
rd

ed
 a

t 
44

.1
 k

H
z 

an
d 

16
 b

it 
PC

M
80

15
 M

ar
ch

–2
5 

A
ug

us
t 2

01
6

10
-m

in
 re

co
rd

in
gs

 a
t 1

2:
00

 a
.m

., 
2:

00
 a

.m
., 

1 
hr

 
af

te
r s

un
ris

e,
 1

.5
 h

r a
ft

er
 s

un
ris

e,
 1

2:
00

 p
.m

., 
3:

00
 p

.m
., 

1 
hr

 b
ef

or
e 

su
ns

et
 a

nd
 1

 h
r a

ft
er

 
su

ns
et

 (8
 re

co
rd

in
gs

 p
er

 d
ay

)

97
,9

20

C
an

ad
ia

n 
W

ild
lif

e 
Se

rv
ic

e 
an

d 
U

ni
ve

rs
ity

 
of

 A
lb

er
ta

 H
ig

h 
El

ev
at

io
n 

M
on

ito
rin

g 
Pr

og
ra

m
m

e

Fr
on

tie
r L

ab
s 

BA
R

St
er

eo
 W

AV
 fi

le
 re

co
rd

ed
 a

t 
44

.1
 k

H
z 

an
d 

16
-b

it 
PC

M
11

25
 J

un
e–

7 
A

ug
us

t 
20

19
5-

m
in

 re
co

rd
in

gs
 w

ith
 1

5-
m

in
 in

te
rv

al
s 

be
tw

ee
n 

10
:0

0 
p.

m
. a

nd
 8

:0
0 

a.
m

. d
ai

ly
 (4

 re
co

rd
in

gs
 

pe
r h

ou
r, 

40
 re

co
rd

in
gs

 p
er

 d
ay

)

18
,9

20

C
an

ad
ia

n 
W

ild
lif

e 
Se

rv
ic

e 
Yu

ko
n 

Bo
re

al
 

M
on

ito
rin

g 
Pr

og
ra

m
m

e
W

ild
lif

e 
A

co
us

tic
s 

SM
4

St
er

eo
 W

AV
 fi

le
 re

co
rd

ed
 a

t 
44

.1
 k

H
z 

an
d 

16
-b

it 
PC

M
15

2
1 

A
pr

il–
20

 J
un

e 
20

18
5-

m
in

 re
co

rd
in

gs
 w

ith
 1

5-
m

in
 in

te
rv

al
s 

be
tw

ee
n 

10
:0

0 
p.

m
. a

nd
 8

:0
0 

a.
m

. d
ai

ly
 (4

 re
co

rd
in

gs
 

pe
r h

ou
r, 

40
 re

co
rd

in
gs

 p
er

 d
ay

)

48
6,

40
0

https://www.wildlifeacoustics.com
https://frontierlabs.com.au/
https://frontierlabs.com.au/


     |  711Methods in Ecology and EvoluonYIP et al.

2.2 | Statistical analysis

We tested the accuracy of four different analytical approaches, k-means 
clustering, artificial neural networks and self-organizing maps (SOMs),  
boosted regression trees (BRTs), and a two-step procedure involving 
SOMs followed by hierarchical clustering, for identifying the pres-
ence of bird communities in audio recordings. These approaches are 
commonly used for similar types of classification and prediction ob-
jectives. For this study, breeding birds are defined as vocally active 
avian species or communities which arrive on the soundscape in the 
spring or early summer. We used a subset of data that included equal 
weighting of all three ARUs and datasets (BAR = 2,551 audio seg-
ments; SM2 = 3,000 audio segments; SM4 = 2,994 audio segments) 
and recordings with and without the presence of breeding birds (pre-
sent = 4,270 audio segments; absent = 4,275 audio segments). First, 
we tried two supervised approaches where the response variable, 
the presence of avian vocal activity, is known and the predictors are 
the suite of acoustic summary indices described above. We predicted 
the probability of avian vocal activity being present using BRTs and 
SOMs. We then tested two unsupervised analytical methods (k-means 

and SOMs/hierarchical clustering), where the response variable (the 
presence of avian vocal activity) is unknown, to cluster recordings with 
and without vocal activity. For each approach, we split data into 70% 
training and 30% testing datasets to validate prediction accuracy and 
confusion matrices to validate model performance. Detailed descrip-
tions of model building and testing for each analytical approach are 
found in Appendix S1.

For the clustering and SOM approaches, we dropped three 
acoustic indices (ENT, 3GC and SPD) to reduce multicollinearity in 
the dataset as suggested by Towsey (2017). This reduction in pre-
dictor variables allowed us to reduce multicollinearity while retain-
ing as much information as possible. However, BRTs are robust to 
multicollinearity (Dormann et al., 2013) so we used the complete set 
of predictor indices for this approach. BRTs also accept categorical 
variables; therefore, we included the type of ARU used to record 
the survey as a predictor variable in addition to each acoustic index 
value. We reported the relative contribution of predictor indices 
from BRTs. BRTs were the most effective and accurate analytical ap-
proach and were used to investigate the following survey design and 
analysis parameters.

TA B L E  2   Descriptions of each of the summary indices included in analyses, calculated using Ecoacoustics Audio Analysis Software 
v18.03.0.41 with default settings (Towsey et al., 2018). Full descriptions of each acoustic index are described in Towsey (2017)

Acoustic index Type Description

Average signal amplitude (dB) Waveform Average energy value of the waveform over the duration of an audio segment

Background noise (BGN) Waveform The mode of the distribution of waveform energy values. This is roughly equivalent to the 
amount of acoustic energy that persists through the duration of an audio segment

Signal-to-noise ratio (SNR) Waveform Difference between the maximum decibel value and BGN in each frequency bin

Activity (ACT) Waveform Proportion of an audio segment that exceeds 3dB in each frequency bin

Events per second (EVN) Waveform Rate of acoustic events per second in each frequency bin

Temporal Entropy (ENT) Waveform Concentration of acoustic energy in each frequency bin

Low-frequency cover (LFC) Frequency 
spectrum

Proportion of spectrogram cells that exceed 3 dB in the 1–1,000 Hz band

Mid-frequency cover (MFC) Frequency 
spectrum

Proportion of spectrogram cells that exceed 3dB in the 1,000–8,000 Hz band

High-frequency cover (HFC) Frequency 
spectrum

Proportion of spectrogram cells that exceed 3dB in the 8,000–10,982 Hz band

Entropy of spectral peaks (EPS) Frequency 
spectrum

Degree of concentration of spectral energy in the spectral-maxima of the mid-frequency 
band (1,000–8,000 Hz)

Entropy of the average spectrum 
(EAS)

Frequency 
spectrum

Degree of concentration of spectral energy in the mean-energy spectrum of the mid-
frequency band (1,000–8,000 Hz)

Entropy of the spectrum of 
coefficient of variation (ECV)

Frequency 
spectrum

Degree of concentration of spectral energy in the normalized energy-variance spectrum of 
the mid-frequency band (1,000–8,000 Hz)

Acoustic complexity index (ACI) Frequency 
spectrum

Average relative change in acoustic energy in each frequency bin

Normalized difference soundscape 
index (NDSI)

Frequency 
spectrum

Ratio of acoustic energy in the 1000–2,000 Hz and 2,000–8,000 Hz frequency band. 
Commonly used to measure anthropogenic disturbance

Cluster count (CLS) Frequency 
spectrum

Number of distinct spectral clusters in the mid-frequency band (1,000–8,000 Hz)

Three-gram count (3GC) Frequency 
spectrum

Spectral clusters in the mid-frequency band (1,000–8,000 Hz) that occur more than once

Spectral peak density (SPD) Frequency 
spectrum

Number of cells in the mid-frequency band (1,000–8,000 Hz) identified as being a local 
maxima
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2.3 | Species richness

To investigate the effect of training models with variation in spe-
cies composition and richness when classifying audio recordings, 
we selected recordings from the ABMI dataset (collected using 
SM2 recorders) containing varying levels of species richness and 
categorized them into five categories: no species, low richness (2–4 
species), medium richness (5–9 species), high richness (≥10 species) 
and a combined category containing an entire gradient of species 
richness. ABMI recordings were selected because they had a larger 
range of diversity across recordings and we categorized and subsam-
pled data to evenly distribute recordings across all levels of species 
richness because species richness was Poisson distributed and heav-
ily skewed towards certain values. First, we tested the performance 
of BRTs to predict avian vocal activity at each level of species rich-
ness, when models were trained with examples of similar species 
richness. Second, we tested the performance of BRTs to predict 
avian vocal activity at different levels of species richness by train-
ing on one category of species richness and testing on a different 
category. Finally, we reported changes in the relative importance of 
each acoustic index for characterizing low, medium, high and com-
bined richness datasets.

2.4 | Sample size

Collecting training data can be labour and time-intensive, and the 
effort and sample size required to maximize accuracy in predic-
tive models for this purpose is unknown. We used bootstrapping 
to determine the minimum number of audio segments required to 
maximize model performance and achieve a reasonable trade-off 
between sample size and accuracy. We randomly selected sample 
sizes (n = 1,000) between 40 and 6,000 individual recording minutes 
using a uniform distribution and calculated BRT classification accu-
racy. We then used the r package ‘segmented’ (v.1.2; Muggeo, 2017) 
to perform breakpoint regression to determine the minimum number 
of 1-min audio segments required for optimal classification accuracy.

2.5 | Variation in monitoring programmes and 
recording equipment

To investigate the effect of variation between monitoring pro-
grammes, such as different recorder models and types, on classifica-
tion and clustering accuracy, we subset data by recorder type and 
tested model accuracy with all three ARUs present, each ARU indi-
vidually and pairs of ARUs in each possible combination. We calcu-
lated BRT classification accuracy for each set of data and compared 
and contrasted results. We also calculated classification accuracy 
when BRTs were trained on each individual monitoring programme 
and used to classify data from other monitoring programmes, to 
determine whether existing models can accurately classify novel 
datasets.

3  | RESULTS

3.1 | Effectiveness of different classification 
approaches

Boosted regression trees (BRTs) had the highest classification ac-
curacy of the four analytical approaches tested, followed by super-
vised SOM (SSOM), unsupervised SOM and hierarchical clustering 
(USOM), and finally k-means clustering. The best performing BRT 
fitted a final model with 7,700 trees, a learning rate of 0.01, tree 
complexity of 5, bag fraction of 0.75 and cross validation AUC value 
of 0.980 ± 0.001 (mean ± SE). All 18 predictors (type of ARU and 
17 different acoustic indices) had non-zero influence, although the 
relative influence of many indices was low (Figure 2). The predictors 
with the highest relative influence (>2.5%) were MFC (34.4%), NDSI 
(24.2%), EPS (7.1%), ARU type (6.1%), ACI (4.1%), ECV (3.1%), EAS 
(3.0%) and dB (2.7%). MFC and NDSI had strong positive influences 
on the probability of detecting vocal activity while other predictor 
variables had a more nuanced and complex relationship (Figure 3). 
Accuracy for predicting the presence of breeding birds on the test-
ing dataset was 92.0%.

We built our self-organizing maps using a hexagonal grid, bub-
ble neighbourhood function and 22 × 22 grid dimensions. Mean 
distance to the closest unit in the map for our SSOM was 0.031 
and 0.904 for our USOM. The SSOM predicted the presence of 
avian vocal activity on the testing dataset with an accuracy of 
87.4%. For the USOM, we calculated a Hopkin's statistic of 0.17 
and three clusters as optimal after calculation of validity indices 
(suggested by 12/23 indices). Classification accuracy of the USOM 
for identifying recordings with and without avian vocal activity 
was 70.9%. For the k-means clustering approach, we calculated 
a Hopkin's statistic of 0.05 and an optimal cluster number of four 
(based on 8/23 validity indices). Classification accuracy of the k-
means clustering approach was 66.7%. Confusion matrices for 
classification and clustering accuracy of all approaches are pre-
sented in Table 3.

3.2 | Variance in classification accuracy from survey 
design parameters

Since BRTs were the most effective method for classifying avian 
vocal activity, we chose to use this analytical approach when in-
vestigating effects of different survey design and data processing 
parameters that could influence model performance. Model perfor-
mance varied depending on the species richness used for training 
and the testing dataset used for classification (Table 4). BRTs had 
high classification accuracy when trained with medium or high rich-
ness datasets, or the combined dataset (>90%), although classifica-
tion accuracy was slightly lower when classifying low richness data 
in this scenario. Model performance was low when models were 
trained with low richness data with the exception of classifying a 
different test dataset with low richness. In general, classification 
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accuracy was highest when models were trained and tested using 
data with similar species richness. The relative influence of each 
acoustic index on classifying vocal activity was similar between 

models of different species richness with two notable exceptions. 
The relative influence of EPS increased while MFC decreased, with 
increasing species richness.

F I G U R E  2   Relative influence of 
the eight most important variables for 
predicting the presence of birds in audio 
recordings

F I G U R E  3   Predictor effects for the eight most important predictors in our best performing boosted regression tree model
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The sample size of processed 1-min audio segments used to train 
classification models was positively related to the classification ac-
curacy for identifying avian vocal activity (Figure 4). We set starting 

sample size values at 500 samples and our breakpoint regression 
model found one breakpoint at 797.83 ± 18.87 samples. Subsets of 
data from different ARUs resulted in different classification accu-
racy (Table 5). BARs had much higher accuracy relative to SM2s and 
SM4s when analysed individually using unsupervised clustering ap-
proaches and SM2s had lower accuracy when analysed individually 
using supervised classification approaches. The number of different 
ARUs included in the subset of data did not seem to influence accu-
racy, rather, classification accuracy of multiple ARU models appears 
to be the mean classification accuracy for those ARUs. BRTs classi-
fied avian vocal activity extremely well at >86% for all subsets of 
ARUs.

Classification accuracy decreased by 5%–20% when BRTs were 
trained on one individual monitoring programme and used to classify 

TA B L E  3   Confusion matrices for predicted and observed bird 
presence for k-means clustering (K-M), unsupervised self-organizing 
maps followed by clustering (USOM), supervised self-organizing 
maps (SSOM) and boosted regression trees (BRT). True positives 
(TP) occur when bird presence is correctly predicted, false positives 
(FP) occur when bird presence is predicted in audio segments 
without birds, true negatives (TN) occur when an absence of bird 
presence is correctly predicted and false negatives (FN) occur 
when an absence of bird presence is predicted in audio segments 
containing birds. Classification accuracy is calculated as the 
proportion of audio segments where the presence or absence of 
birds is correctly predicted: (TP + TN)/(TP + FP + TN + FN)

Predicted bird 
presence

MethodPresent Absent

Observed 
bird 
presence

Present 2,328 1,942 K-M
(Unsupervised)Absent 907 3,371

Present 3,817 461 USOM
(Unsupervised)Absent 2,320 1,950

Present 1,116 160 SSOM
(Supervised)Absent 156 1,131

Present 1,150 111 BRT
(Supervised)Absent 84 1,220

Testing data

Low 
richness

Medium 
richness

High 
richness Combined

Training data Low richness 89.2 78.8 76.1 81.7

Medium 
richness

90.3 97.4 93.1 94.5

High richness 91.4 95.9 98.1 95.5

Combined 90.4 91.0 89.2 92.9

TA B L E  4   Classification accuracy of 
boosted regression trees (BRTs) when 
training and testing on datasets with 
varying levels of species richness. Models 
performed well when trained with 
medium or high richness data and poorly 
when trained with low richness data

F I G U R E  4   An increase in the number 
of audio segments used to train boosted 
regression trees is related to an increase 
in classification accuracy for identifying 
recordings with breeding birds. The 
dotted line represents the most efficient 
sample size for training datasets (n = 798) 
as indicated by breakpoint regression and 
the red line represents the line of best fit 
for the data

TA B L E  5   Classification accuracy of boosted regression trees 
(BRT) when data are collected from multiple ARU types and from 
single ARUs

ARUs used for data collection Accuracy

SM2 + SM4 + BAR 92.0

SM4 + BAR 96.3

SM2 + BAR 91.7

SM2 + SM4 90.1

BAR 98.0

SM4 94.4

SM2 86.4
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data from a separate region. In particular, BRTs trained using data 
from the BM programme decreased by 15%–20% when used to clas-
sify audio from other regions. BRTs trained on the ABMI or HEM 
programmes decreased by 10%–15% when classifying BM data, and 
only 5% when BRTs exclusively trained using either of these two 
datasets were used to classify the other (Table 6).

4  | DISCUSSION

This is the first study to demonstrate that classification of audio re-
cordings containing breeding bird activity using multiple acoustic 
indices can be done with regional datasets composed of data from 
a variety of environments and collected using different recording 
equipment, albeit with some careful considerations. We investi-
gated the effect of analytical approach (unsupervised, supervised), 
recording equipment, audio processing parameters and training data 
on classification accuracy using acoustic indices and found that all 
of these factors require consideration to identify avian vocal ac-
tivity. We found that supervised analyses significantly outperform 
unsupervised analyses by up to 40%; in particular, BRTs performed 
exceptionally well due to their ability to accept categorical predic-
tors which can account for systematic or structural bias in the data. 
Our only categorical variable, the type of ARU that was used, was 
shown to contribute 6.1% of relative model influence in BRTs which 
is unaccounted for with the other approaches. Additional variation 
in sample environments, species composition and species richness 
may introduce too much unaccounted variation in the calculation 
of acoustic indices for unsupervised approaches to be viable in this 
scenario.

We found a sample size of approximately 800 one-minute audio 
segments (400 with birds present, 400 without) is sufficient to 
maximize classification efficiency using BRTs. While this approach 
does not result in the highest possible classification accuracy, val-
idation of the contents of recordings can be time-consuming and 
labour-intensive. Our use of breakpoint regression identifies the 
number of samples required before diminishing returns on clas-
sification accuracy occurs, which still results in approximately 
90% classification accuracy. We recommend practitioners have 

an evenly distributed response variable (target vocal activity vs. 
non-target recordings), a range of possible conditions for non- 
target recordings (e.g. weather events, non-target taxa, noise), and 
if additional resources are available, use as many training audio 
segments as feasible to maximize classification accuracy. Training 
data can be easily assembled when the target taxa is vocally active 
in predictable patterns. In our study, we randomly selected tar-
get recordings during peak breeding season and dawn chorus and 
non-target recordings over a range of times and dates where birds 
would not be vocalizing (i.e. late winter, late summer, non-dawn 
recordings) so that a variety of weather conditions and non-target 
sounds would be present. However, purposefully selecting and 
quantifying abiotic and non-target taxa when creating training 
data could improve model performance and classification accu-
racy by ensuring a balanced contribution of different conditions 
during model training. Acoustic indices could be used to screen 
audio for abiotic sounds to make this process more efficient (i.e. 
Metcalf et al., 2020). Finally, if combining data from more than one 
type of recording unit, we recommend accounting for this using 
additional predictor variables as systematic differences in technol-
ogy such as signal-to-noise ratio can influence recording quality 
(Darras et al., 2020).

Of the eight most important acoustic indices (>2.5% relative in-
fluence), four indices were directly related to the intensity and pat-
tern of sound in the mid-frequency band (1–8 kHz). MFC (34.4%), 
EPS (7.1%), ECV (3.1%) and EAS (3.0%) were all positively related to 
vocal activity in this frequency band, where bird song is most likely 
to be found. Additionally, NDSI (24.2%) was an important predictor 
which measures the ratio of sound in the mid- and low-frequency 
bands, and is often used to discriminate between biotic and abiotic 
sounds such as wind or precipitation. The type of ARU used (6.1%) 
was also an important predictor, but does not appear to be respon-
sible for higher classification accuracy in BRTs relative to other 
approaches. If this were the case, we would likely see increased ac-
curacy when models are trained on a single dataset containing one 
ARU due to a reduction in systematic variation in acoustic indices 
caused by multiple ARU models (Table 5). This could be due to dif-
ferences in specifications like signal-to-noise ratio or microphone 
sensitivity compared to the two Wildlife Acoustic recording units, 
but unfortunately we were unable to separate these two variables 
which are built into each ARU, although recording quality was stan-
dardized among datasets by sampling rate and bit depth. We also 
tested the accuracy of training BRTs on one dataset and classifica-
tion on a separate dataset to see if we could use training data from 
one region to predict the presence of birds in novel data. We found 
that classification accuracy dropped significantly in this scenario and 
we recommend that training data representative of what is being 
classified be used. Finally, since each dataset exclusively used a dif-
ferent ARU model, it is difficult to separate systematic effects of 
each monitoring programme from the effect of each ARU. For exam-
ple, BAR units were used in high elevation monitoring, meaning that 
elevational differences in surrounding environment and weather 
conditions could influence classification performance. Further study 

TA B L E  6   Classification accuracy when boosted regression 
trees (BRTs) are trained on individual datasets from the Alberta 
Biodiversity Monitoring Institute's (ABMI) provincial monitoring 
programme, Yukon Boreal Monitoring program (BM) and High 
Elevation Monitoring (HEM) programme and used to classify a 
separate, novel dataset

Testing data

Monitoring 
programme ABMI BM HEL

Training data ABMI — 75.0 81.8

BM 57.3 — 64.2

HEL 79.6 72.3 —



716  |    Methods in Ecology and Evoluon YIP et al.

into the individual effect of different ARU models would give ad-
ditional insight into proper implementation of these classification 
approaches in the future.

Categorized species richness in both the data used to train BRTs 
and predict the presence of breeding birds was important for max-
imizing classification accuracy of the presence of birds on audio re-
cordings. Accuracy was highest when datasets with similar species 
richness were used for model training and classification. However, 
models predicted reasonably well on all categories of community 
complexity when trained using medium richness (5–9 species), 
high richness (>10 species) and the entire gradient of richness of 
community complexity (>89%). Models trained with low richness 
(2–4 species) predicted well on other low richness data (89.2%) but 
poorly on all other categories (<81.7%). The relative importance 
of two individual acoustic indices also changed depending on rich-
ness, with MFC negatively related and EPS positively related to in-
creased richness, although the reason for this pattern is unclear. 
We believe acoustic indices from low richness recordings are not 
distinct enough when compared to recordings with no vocal ac-
tivity from breeding bird species to effectively classify recordings. 
Models trained using this data are useful for investigating seasonal 
patterns and phenology in breeding bird species; however, consid-
eration should be taken when selecting training data depending on 
research objectives.

Although our BRT approach demonstrated reasonably high 
classification accuracy, there are several factors not tested in this 
study that could improve model performance. Species richness 
was the only measure of species occurrence that we incorporated 
into our analysis and previous literature indicates it is strongly re-
lated to acoustic indices assessing the biophony component of the 
soundscape (Bradfer-Lawrence et al., 2020; Eldridge et al., 2018; 
Towsey, Wimmer, et al., 2014). However, other metrics such as ani-
mal abundance may have strong associations with certain acoustic 
indices, particularly those derived from the waveform envelope, 
and should be explored further. Furthermore, we only investigated 
the use of BRTs for the survey design and species richness compo-
nents of our analysis, due to BRTs outperforming other approaches 
by a large margin. While not as accurate, the other methods tested 
in this study may show different responses to variation in survey 
design and species richness and is an area of additional develop-
ment that could improve this technique in the future. We also 
demonstrated that classification is most accurate when models 
are trained with recordings of similar species richness or species 
assemblage. However, soundscapes can differ between survey 
locations due to local differences in habitat, which can influence 
species assemblages and naturally occurring abiotic sound. The 
audio recordings used in this study were obtained from the bo-
real forest region of Northern Alberta, Northern British Columbia, 
and Southern and Central Yukon, Canada. Recordings used in this 
study were collected from deciduous, coniferous and mixedwood 
boreal forests. The boreal forest biome is highly heterogeneous 
containing ecologically diverse ecoregions differing in their geol-
ogy, topography, vegetation and climate and these features are 

not included in the datasets we used. Training models with similar 
species assemblages and habitat types should yield higher classi-
fication accuracy. While we were unable to investigate the effect 
of habitat due to data limitations, classification accuracy was high 
nonetheless, and habitat classification at a finer scale than what 
is achieved in this study can be added as an additional predictor 
to increase model performance. Additionally, classification perfor-
mance should be tested in other regions and with the presence of 
other taxonomic groups. Boreal forest soundscapes are character-
ized by distinct patterns in vocal activity caused by the arrival of 
breeding birds. Investigation into the utility of this tool when vocal 
activity is less prominent, as well as to distinguish the presence 
of birds from other taxonomic groups such as insects or amphib-
ian choruses (Alvarez-Berrios et al., 2016; Campos-Cerqueira & 
Aide, 2017) should be done in the future to better understand the 
effectiveness of this approach. Seasonality or time of day could 
also be added to models to help differentiate between the onset 
of seasonal vocal activity in birds and other taxa such as amphibian 
choruses which peak at different times, although caution should 
be taken to avoid model circularity. Multiple models for different 
levels of species richness or community assemblages could also 
be used to investigate finer-scale patterns in seasonal phenology. 
Finally, while the software we used implements Sueur, Aubin, 
et al. (2008), Sueur, Pavoine, et al. (2008) formulation for calcu-
lating many indices, it is important to note that other formulations 
of the same indices (i.e. Karsten et al., 2012; Villanueva-Rivera & 
Pijanowski, 2018) could affect calculated values and model per-
formance. Additionally, we used the recommended 1-min audio 
segment when calculating indices, but changes to audio segment 
length could influence the calculation of acoustic indices as well. 
Standardizing the method to calculate each index, as we have done 
in this study, is important for maximizing classification accuracy 
and the effect of other acoustic index formulations requires fur-
ther investigation.

Parameters for data collection, processing and analysis using au-
tomated classification are often inconsistent, and there have been 
calls to investigate how variation in data collection and analysis can 
influence results so that standardization can occur. Furthermore, re-
search into acoustic indices is generally a study- or project-specific 
(Browning et al., 2017; Gibb et al., 2018; Sueur, Pavoine, et al., 2008). 
In this study, we demonstrate accurate classification on a regional 
(northern and western boreal forests), heterogeneous dataset from 
a variety of sources and environments. As with any relatively new 
tool, guidance for the best practice during implementation can 
greatly increase utility, performance and accuracy. Thus, our recom-
mendations are as follows:

1. Use supervised approaches when classifying or discriminating 
a specific component of the soundscape. Models performed 
significantly better when the target outcome was identified 
beforehand and validation effort for supervised and unsuper-
vised approaches are similar. Unsupervised approaches require 
validation of the contents of each audio recording to determine 
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which category that cluster belongs to and supervised ap-
proaches require similar effort to validate the accuracy of 
classified audio recordings.

2. Use at least 800 training audio segments to build predictive mod-
els. Adding additional training data beyond that will improve clas-
sification accuracy but a minimum of 800 audio segments will 
maximize classification efficiency.

3. When building training datasets, ensure audio recordings are rep-
resentative of the target soundscape (i.e. species richness, region 
and habitat) and potential non-target soundscape components 
(i.e. weather events, non-target species).

4. Make sure to include potentially confounding variables (in this 
study, we included the type of ARU and dataset). BRTs in particu-
lar can accept categorical variables.

5. Recommended best practices are to use an ensemble approach 
by incorporating multiple acoustic indices into models to com-
pensate for weaknesses and downsides in individual indices. Our 
results suggest that multiple indices play an important role when 
predicting the presence of breeding birds on audio recordings.

The use of acoustic indices for automated identification of 
taxa or acoustic events of interest has tremendous potential. This 
approach has successfully been used to characterize daily diel 
patterns (Bradfer-Lawrence et al., 2019; Burivalova et al., 2017; 
Phillips et al., 2018), seasonal phenology (Buxton et al., 2016; 
Phillips et al., 2018) and vocal activity patterns (Bradfer-Lawrence 
et al., 2020; Oliver et al., 2018) in birds and other acoustically ac-
tive species. Acoustic data can be screened to identify biotic activity 
from geophony or anthrophony prior to manual processing to in-
crease efficiency (Metcalf et al., 2020; Sanchez-Giraldo et al., 2020). 
Automated classification could also be used to investigate patterns in 
seasonal phenology at larger scales, using pre-existing ARU datasets 
or by integrating multiple datasets as we have done here. For exam-
ple, this method could be used to detect spatial or temporal shifts in 
habitat and intensity of use patterns associated with habitat quality 
in changing climate conditions, or continental scale patterns such as 
the detection of range shifts, extinctions or irruptions associated 
with changes to climate and weather (Buxton et al., 2016). Many 
monitoring programmes store large repositories of acoustic data; 
however, the biggest hurdle is effectively and efficiently interpret-
ing meaningful relationships between the distribution of animals and 
the environment. Future applications should assess the performance 
of this approach relative to validated data (i.e. manual processing) 
to determine how closely classification accuracy of the presence 
of breeding birds from this approach matches ground-truthed data 
under a wide range of scenarios. The methods described in this paper 
present the opportunity to efficiently process large volumes of het-
erogeneous data to answer questions at scales previously difficult 
to investigate. Our investigation into the effect of several variables 
that commonly change within and between studies can help inform 
decisions in study design and analysis, as well as recommend study 
parameters that maximize the performance and accuracy of the use 
of acoustic indices for unsupervised identification of wildlife.
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